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ABSTRACT

Output of an eddy-resolving model of the North Atlantic is diagnosed in the vicinity of the Gulf Stream (GS),
using quasigeostrophic potential vorticity (QGPV), Ertel’s potential vorticity (PV), and particle trajectories. Time
series of QGPV show strong input of QGPV by the GS in the top 1000 m of the model ocean. Vigorous wave
motions are observed in the vicinity of the model GS, mixing QGPV in the region. The time-mean horizontal
QGPV structures show qualitative similarity to those of large-scale climatological PV calculated from hydro-
graphic data by Keffer and that of Lozier. The top 1000 m of the model ocean is characterized by a tongue or
an elongated island of high mean QGPV along the GS. It is demonstrated that the tongue is a product of strong
QGPV input by the GS, vigorous mixing by eddies, and dissipation of QGPV along the path of the GS. At the
intermediate depths, 1000–2500 m, a large region of nearly homogenized mean PV or weakly varying mean
QGPV is found to the west of the Mid-Atlantic Ridge. It is located undernearth a region of strong near-surface
eddy activity and is in qualitative agreement with a deep and large pool of nearly homogenized PV recently
found by Lozier. Below the pool of nearly homogenized PV or weakly varying QGPV, the mean PV and QGPV
show substantial horizontal gradient and some vertical gradient at deep levels. This structure is in qualitative
agreement with results of idealized model experiments and a theory of baroclinic neutrality of the midlatitude
atmosphere proposed by Lindzen that may well apply to this oceanic region of strong baroclinic wave activity.

1. Introduction

It has become increasingly clear that the atmosphere
and oceans interact with each other on regional and
global scales and produce variability of various kinds
in the global and regional climates. Aside from the well-
known El Niño phenomenon, there are pieces of evi-
dence that the North Atlantic and the North Pacific in-
teract with the atmosphere in complex ways and gen-
erate variabilities of various timescales in oceanic and
atmospheric states (e.g., Palmer and Sun 1985; Wallace
et al. 1990; Cayan 1992a,b; Ferranti et al. 1994; Hurrell
and Van loon 1997). Sharp oceanic fronts associated
with the Gulf Stream (GS) and the Kuroshio Current
are known to be important forcing factors for the mid-
latitude atmosphere (e.g., Hoskins and Valdes 1990; Fer-
ranti et al. 1994) and their variabilities are bound to be
accompanied by variabilities in the midlatitude atmo-
sphere. While being important factors to midlatitude
atmospheric forcing, the oceanic fronts are also forced
by the atmosphere, suggesting a mutually sustaining re-
lationship between the oceanic fronts and the midlati-
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tude atmosphere. The oceanic fronts affect not only the
near-surface circulations and fluxes of heat and salt, but
also those at depth, as shown here and in a separate
paper, possibly modulating the thermohaline circulation
through their influence on the deep circulations. It is,
thus, crucial to understand the dynamics of these oceanic
fronts in order to understand the role of oceans and
interactions between the atomsphere and oceans in re-
gional and global climates and their fluctuations.

Analyses of large-scale oceanic circulations have
been limited due to the difficulty in collecting obser-
vational data at sufficiently high resolution in space and
time over an extended period and area. In the absence
of sufficient oceanic data to analyze the entire region
surrounding the oceanic fronts, utilizing output of eddy-
resolving models for studying the fronts seems to be a
rational approach. Needless to say, the models are far
from perfect and their solutions have unrealistic fea-
tures. Nonetheless, diagnoses of model output in a
framework based on dynamical ideas may be useful in
learning, at least qualitatively, the dynamics of the cir-
culations in the vicinity of the fronts and also in de-
ducing the causes of unrealistic features in the model,
providing potentially useful information for future im-
provements in models. Such diagnoses may also provide
us with helpful information for guiding observational
efforts.
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The central quantity in studies of large-scale dynam-
ics of the atmosphere and oceans is potential vorticity
(PV). Frameworks based on PV have been used widely
for theories of large-scale circulations in the atmosphere
and oceans and has provided useful insight into the dy-
namics of the large-scale circulations. Two examples of
such theories are Eady’s stability theory for baroclinic
flows (Eady 1949) and the theory for the wind-driven
ocean circulation postulated by Rhines and Young
(1982a,b). In studies of the atmospheric circulations, for
which sufficient observational data have been available,
PV has also been used widely for diagnostics (e.g., Illari
and Marshall 1983; Hoskins and Sardeshmukh 1987).
An approximate form of PV, quasigeostrophic PV
(QGPV), also has been used as a framework in building
numerical models of the midlatitude atmosphere and
oceans (e.g., Phillips 1954; Holland 1978). A property
of PV that makes it so useful in studying large-scale
circulations is the conservation of PV in the absence of
heating/cooling and friction following a parcel. For
studying the oceanic flows, this property is particularly
useful since oceanic water moves primarily along iso-
pycnal surfaces in the interior; thus, theories for dis-
tribution of PV and potential density are essentially the-
ories for the circulation. This is reflected in the inver-
tibility principle that states that one can obtain the cir-
culation field, given the distribution of PV, boundary
conditions, and an assumption of a certain balance con-
dition, such as quasigeostrophy (Hoskins et al. 1985).

While diagnoses of the atmospheric circulations with
PV have been common in the past, diagnostic attempts
on oceanic flows have been very limited due to the lack
of data. However, some calculations of PV for the cli-
matological state of the ocean have been made by sev-
eral investigators. The pioneering work was done by
Behringer (1972), who produced maps of PV for two
isopycnal intervals for the South Atlantic, using data
from the Meteor expedition. Following Behringer, Mc-
Dowell et al. (1982) computed PV for the North Atlantic
for five isopycnal intervals, using hydrographic data
from the 1957–58 IGY program and the Erika Dan sec-
tions of 1962. Maps of PV for the global oceans were
produced by Keffer (1985) from the climatological atlas
of Levitus (1982) for four layers. Recently, Lozier
(1997) calculated PV for deeper parts of the North At-
lantic, using an improved hydrographic dataset (Lozier
et al. 1995). The maps of PV produced by these inves-
tigators have provided us with useful insight into the
mechanisms of large-scale oceanic circulations at var-
ious depths with the aid of circulation theories and ide-
alized models based on QGPV (Rhines and Holland
1979; Holland and Rhines 1980; Rhines and Young
1982a,b). [See Holland et al. (1984) for a review of the
theory and discussion on observed PV fields.] Despite
the usefulness of the maps of PV produced from the
climatological data, they show only large-scale quasi-
steady states and lack the information on the role of

eddies (perturbations from the climatological state) in
the dynamics of the large-scale circulation.

Attempts to understand large-scale ocean circulations
with the presence of eddies, using PV or QGPV, have
been made in the past with eddy-resolving general cir-
culation models (GCMs) in idealized geometries. Hol-
land and Rhines (1980) were the first to analyze large-
scale circulations in a framework of QGPV, eddy en-
strophy, and eddy QGPV fluxes, using an idealized qua-
sigeostrophic eddy-resolving model of a wind-driven
circulation. One of the most important findings in their
study, to be confirmed by subsequent studies by others
(e.g., Holland et al. 1984; Cox 1985; Lozier and Riser
1989, 1990), is the generation of a large region of nearly
homogenized QGPV in midlayers by the action of ed-
dies, although there are differences in details among the
models used by these investigators. Holland and Rhines
(1980) suggest that enstrophy cascade plays an impor-
tant role in driving the mean circulation. Lozier and
Riser (1989, 1990) used a model similar to that used
by Holland and Rhines (1980) to study source and sink
of QGPV in an idealized ocean. Rhines and Schopps
(1991) also used an idealized eddy-resolving model
based on QGPV and reported strong eddy mixing and
QGPV homogenization in the gyre interior. They note
fairly small Peclet number in the midlayers in general,
consistent with the strong eddy mixing found in the
interior ocean. While most of these studies were done
with a quasigeostrophic model, using QGPV as a key
quantity of analyses, Cox (1985) used a primitive equa-
tion GCM, driven by an idealized wind stress pattern
and bouyancy forcing, to study large-scale circulations
in an idealized North Atlantic ocean. Despite differences
in the structure, Cox (1985) also found a large region
of nearly homogenized PV in the gyre interior in the
thermocline. He notes that rapid mixing may homoge-
nize PV even when the isopycnal layer is ventilated.
Spall (1996) used an isopycnal coordinate model of an
idealized North Atlantic to study the GS/deep western
boundary current (DWBC) crossover dynamics and
found PV to be nearly homogenized under the GS where
eddy mixing is strong.

Here, we attempt to study quasi-horizontal large-scale
circulations in the vicinity of the GS in a framework
based on QGPV, using a 5-yr output of an eddy-resolv-
ing ocean GCM of the North Atlantic that has realistic
surface forcings and bottom topography. This study may
be thought of as an extension of past works by other
investigators mentioned above to a more realistic ocean
flow. We focus our attention on interpretation of the
mean field in this paper, while eddy enstrophy and eddy
fluxes are treated in a separate paper (Nakamura and
Chao 2000a, manuscript submitted to J. Phys. Ocean-
ogr., hereafter NC). The main purpose of the study is
to examine the mechanisms that are responsible for the
large-scale low-frequency QGPV structures and the
low-frequency flows in the vicinity of the GS, using the
model output as pseudodata. Section 2 briefly describes
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the model output used for the diagnostics. Section 3
describes the calculation procedure of PV. Section 4
describes and discusses the results of the calculations.
Finally, section 5 summarizes the results.

2. Pseudodata

The pseudodata used for the calculations are from a
30-yr integration of an eddy-resolving general circula-
tion model of the North Atlantic described by Chao et
al. (1996). The model is based on the Parallel Ocean
Program (POP) developed at Los Alamos National Lab-
oratory (Dukowicz and Smith 1994). The POP is a free-
surface version of the primitive-equation model devel-
oped at the Geophysical Fluid Dynamics Laboratory
(Bryan 1969; Cox 1984). The model basin covers the
Atlantic basin from 358S to 808N, 1008W to 208E. The
horizontal grid spacing of the model is approximately
1⁄68 (0.18438 lat by 0.18758 long). There are 37 unevenly
spaced vertical levels in the model. Nineteen levels are
in the top 1000 m, with the thickness of each model
layer varying from 11 m at the surface to 198 m at 901
m. Below the top 1000 m, all levels have the same
thickness, 250 m. At artificial boundaries of the model
ocean, temperature and salinity are restored toward sea-
sonal climatology. The portion of integration from
which we extract the output is driven with the surface
salinity restored toward the Levitus climatology (Lev-
itus et al. 1994), the surface heat flux derived from the
European Centre for Medium-Range Weather Forecasts
(ECMWF) analysis, and the surface wind stress derived
from the ECMWF analysis. The reader is refered to
Chao et al. (1996), Carton and Chao (1999), and Pau-
luhn and Chao (1999) for more details of the model
integration and simulation results. The model has re-
produced some of the observed characteristics of the
North Atlantic Ocean circulation and variability fairly
well. The model GS does, however, show unrealistic
features. In particular, the model GS is somewhat dis-
placed to the north of the observed and has stronger
quasi-stationary meanders along its path downstream of
the separation point than does the observed (Halliwell
and Mooers 1983; Watts et al. 1995). Also, the model
GS underestimates kinetic energy considerably com-
pared to some observational values at depth (Owens
1991; Richardson 1993). Farther downstream, the char-
acteristic 908 northward turn of the current toward the
northwest corner is not reproduced well in the model.
Rather than turning northward, the current becomes
split, producing some flow turning north and some flow
shooting toward the northeast. This problem has been
observed in other North Atlantic Ocean simulations by
eddy-permitting or eddy-resolving models (e.g., Bryan
and Holland 1989; Semtner and Chervin 1992; Smith
et al. 1992; Beckmann et al. 1994). Despite these un-
realistic features in the model solutions, we believe that
the model output is useful for studying the processes

involved in some of the features observed in the real
ocean.

We focus our attention on a domain that covers 308–
608N, 758–158W for the present work. The choice is
made to cover most of the GS after separation from the
western boundary and the North Atlantic Current (NAC)
and to make diagnostic calculations reasonably efficient
on our computational resources. The three-dimensional
model output is saved every 3 days. This sampling fre-
quency is sufficient to obtain smooth evolution of tem-
perature and salinity fields, as well as the velocity field,
from the saved output. The portion of the model output
employed for the diagnoses is from March of year 25
to February of year 30. During this 5-yr period, 600
snapshots of potential temperature, salinity, and hori-
zontal velocity are available. From the temperature and
salinity output, we compute in situ density and potential
density, using the full nonlinear equation of state used
in the model integration.

3. Calculation of potential vorticity

Diagnostics based on Ertel’s PV on isopycnal surfaces
would be ideal for studying large-scale ocean dynamics
(Rhines and Young 1982a,b). The model output, how-
ever, needs to be treated with caution when properties
in the model are interpolated onto a level that is not
defined naturally by the model’s vertical coordinate. In
this case, the model’s vertical coordinate is the geo-
metrical height, with 37 levels of uneven thicknesses.
In the model, all properties are mixed uniformly within
a grid cell. Therefore, calculation of Ertel’s PV on is-
opycnal surfaces would require vertical interpolations
of properties that are uniform within some vertical dis-
tance onto a height within a slab. The interpolated value
is different from that of the slab within which the in-
terpolated height exists. This is known to cause prob-
lems of spurious flux and flux divergence of various
properties, unless the height scale of variation of the
properties is much larger than the vertical thickness of
slabs. On the other hand, QGPV on pressure surfaces
does not require such vertical interpolations of the mod-
el fields since constant pressure surfaces are nearly con-
stant in depth in the ocean. When we are primarily con-
cerned with quasi-horizontal large-scale circulations,
the quasigeostrophic framework is a simple, yet appro-
priate framework to use. It also enables us to diagnose
the flow field with quasigeostrophic transient wave ac-
tivity flux in the same framework (Nakamura and Chao
2000). Oceanic motions are quasigeostrophic to first
order except in the immediate vicinity of the GS front.
However, the front simulated by the model is not as
sharp as is the observed and, thus, is closer to quasi-
geostrophy than the real flow. Indeed, with the hori-
zontal grid spacing of the model, which is approximately
20 km, the finest resolved structure has a horizontal
scale of roughly 60 km. With this horizontal scale and
flow speeds of roughly 2 m s21 at the maximum, Rossby
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number of the flows simulated by the model is much
less than 1 everywhere all the time. Also, we prefer the
simpler quasigeostrophic dynamical framework to the
isopycnal framework for diagnosing the model flow. For
these reasons, we have chosen quasigeostrophic PV
(QGPV), q, as the central quantity of the diagnoses.

Ertel’s PV, P, with the hydrostatic approximation for
oceanic motions may be given by

1 ]s
P 5 2 ( f 1 z), (1)

r ]z

where r is density, s potential density, f the planetary
vorticity, and z relative vorticity. For quasigeostrophic
oceanic motions, P may be substituted by QGPV, q,
defined by

r (P 1 P*) ]s*/]z0 0q 5 ø f 1 z 1 f , (2)
ds /dz ds /dz0 0

where s0 is the reference potential density at a constant
depth and s* 5 s 2 s0 (Gill 1982). The reference PV,
P0, and deviation PV, P*, are defined by

f ds0P 5 2 and (3)0 r dz0

f ]s* 1 ds r*0P* 5 2 2 z 2 f , (4)1 2r ]z r dz r0 0 0

where r0 and r* are, respectively, the reference density
and a deviation from the reference (Gill 1982). The last
term on the right-hand side of Eq. (2) is the approxi-
mated form of the stretching term and may also be writ-
ten as

fg ]s*
2 ,

2s N ]z0

where N 2 is the Brunt–Väisälä frequency. Thus, q may
also be written as

fg ]s*
q ø f 1 z 2 . (5)

2s N ]z0

This is essentially the same as a form of QGPV familiar
in much of the atmospheric literature, except for the
neglected compressibility of the fluid. In practice, we
compute QGPV by

]s*/]z
q ø f 1 z 1 f

ds /dz0

from the model output at each model grid point. Relative
vorticity is calculated by centered finite differencing of
the velocity field at density points of the model. The
reference potential density, s0, is calculated as the av-
erage over the entire horizontal domain and entire time
series, 5 years. The time mean is computed by simply
averaging the instantaneous values at each grid point
over the entire 5 years first and then applying a nine-
point equal-weight averaging to smooth the mean field.

The reference stratification, ds0/dz, is calculated by cen-
tered finite differencing in the vertical at the center of
each level. Perturbation stratification, ]s*/]z, is also cal-
culated by centered finite differencing in the vertical at
the center of each level.

In comparing the mean q fields with those of mean
PV, such as those reported by Keffer (1985), one has
to keep in mind that there are differences between PV
and q. In particular, absolute values of q are entirely
different from those of PV, not to mention the units.
The stretching term in q is approximated by the ratio
of the perturbation stratification, ]s*/]z, to the reference
stratification at the same level, ds0/dz, so that it rep-
resents a normalized stretching effect at a specific level.
Since q variations other than f are dominated by the
stretching term, one may not see a greater absolute value
of q where ]s/]z is greater, depending on how it com-
pares with ]s/]z at other areas at the same vertical level.
Charney and Stern (1962) showed that the dynamics of
Ertel’s PV on isopycnal surfaces are approximated well
by dynamics of q on constant pressure surface, when
the flow is quasigeostrophic. Therefore, one should fo-
cus on horizontal structures of q and quasi-horizontal
structures of PV on isopycnal surfaces in comparing q
and PV.

For the purpose of a direct comparison between the
climatological PV fields calculated from the observed
data and those generated in the model, we also calcu-
lated the time-mean Ertel’s PV in a way similar to those
used by Keffer (1985) and Lozier (1997). For this cal-
culation, temperature and salinity were averaged over
the 5 yr at all grid points. Then, the 5-yr averages were
used to calculate the mean potential density, s , at all
grid points. Finally, the model’s climatological Ertel’s
PV was approximated by

1 ]s
P 5 2 f ,

r ]z

using the centered finite differencing method for the
vertical dirivative. From the 3D field of P , a linear
interpolation was used to approximate P on some se-
lected isopycnal surfaces. Since the calculation proce-
dure for P is much less demanding on computational
resources, we calculated P for a large domain, 08–658N,
858–108W. We emphasize that P is used strictly for com-
paring the model with the observed in studying some
key features in this work. A complete study of P and
its fluxes on isopycnal surfaces is more desirable, but
requires model output that has a higher vertical reso-
lution or output of an isopycnal model because of the
aforementioned problem of introducing spurious fluxes
in the process of vertical interpolation. Such attempts
will be made in the future.

4. Results and discussions
a. Characteristics of q

We examined instantaneous values of q and visualized
the evolution of the q field to study its characteristics.
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In general, the contribution of relative vorticity is small,
20% or less of the total value depending on the level
and season. Relative vorticity is as large as 0.2 3 1024

s21 at the GS front in the top 250 m and, thus, is as
large as 20% of the planetary component. However,
large values of relative vorticity occur where the stretch-
ing term [the last term of Eq. (2)] is as large as or larger
than the planetary component, making relative vorticity
contribution practically negligible most of the time. The
only exception occurs during cold months near the sur-
face at the front of the GS.

From the surface to the bottom, there are, broadly
speaking, four different patterns of q field evolution.
The first is an evolution strongly characterized by the
seasonal cycle near the surface down to approximately
150 m. In this shallow layer, the seasonal heating and
cooling dominate the time-dependent characteristics of
the q field. Very large and small values occur during
warm and cold months, respectively, in the coastal re-
gion to the north of the GS. The top level where q is
calculated, 17 m, shows this characteristic most clearly
and is shown in Fig. 1a. Here, 1 March and 1 September
of year 25 are shown to highlight the most significant
characteristics in q evolution at this level, that is, the
seasonal signature. Although dwarfed by the seasonal
signature, there are vigorous wave motions visible in
the q field also. The large values shown here arise from
the greater stratification due to warming near the surface
during warm months. The large q in the region is a
reflection of large ]s/]z in the region with respect to
the rest of the domain. Fairly large values occur in the
subtropical gyre during warm months as well. The sea-
sonal signal of the warm period is so strong that it
dominates the time-mean q field, as shown in the next
section.

The second pattern is observed at levels between 150
and 1000 m. At these levels, the q field evolution is
dominated by strong positive q input by the GS and
mixing along the path of the GS. There still is some
visible seasonal effect down to about 250 m, but it is
no longer the dominant feature at these levels. An ex-
ample of this pattern is shown in Fig. 1b. Since the
wavelike motions are the major q evolution character-
istics below the top 200 m or so, Fig. 1b through Fig.
1d show the q field on 1 March and 1 April of year 25
so that one could see the degree of deformation of water
masses over one month. As an example of the second
pattern, q field at 370 m is shown here since the high-q
input by the model GS and meanders in the q field are
most clearly visible at this level. At this level, high-q
fluid injected by the GS follows the meandering path
of the GS and form blobs of high q, some of which
eventually form detached eddies. Intense deformation
of the wavy structures results in formation of filaments
and/or detached eddies, mixing high-q fluid supplied by
the GS and low-q ambient fluid. As discussed later, the
mean q field in this region satisfies the condition for
baroclinic and barotroic instabilities, suggesting that

these motions may be induced by baroclinic and bar-
otropic instabilities. An interesting characteristic of q
field evolution at these levels is eastward propagation
of waves along the main path of the GS and westward
propagation of waves to the south of the GS (Nakamura
and Chao 2000). Detached eddies of high q to the south
of the GS often propagate westward until they merge
with the high-q fluid injected at the separation point.
The eastward propagation of waves along the main path
of the model GS is in qualitative agreement with that
observed in data (e.g., Halliwell and Mooers 1983; Tra-
cey and Watts 1986). There is no visible structure ob-
served in the eastern half of the North Atlantic at these
levels.

Farther below, from 1000 to 2500 m or so, q field
shows a marked contrast to those at upper levels. At
these levels, large values are seen to the east of the Mid-
Atlantic Ridge (MAR), supplied by strong stratification
due to the Mediterranean outflow. (The location of the
MAR can be seen in Fig. 1d.) This feature is most clear
at the 1375-m level and is shown in Fig. 1c. As in Fig.
1b, the q field of 1 March and 1 April of year 25 are
shown to illustrate wavelike motions visible in q evo-
lution. (Note that the model-generated Mediterranean
outflow is displaced to the north of the observed.) To
the west of the MAR, q values are essentially those of
the planetary vorticity and the significant contribution
by the GS observed at upper levels vanishes. Fluid with
large q values to the east of the MAR shows much
weaker motion and less mixing than the large-q fluid at
upper levels in the vicinity of the GS. Although the
values of q are small, fluid to the west of the MAR and
near the edge of the Mediterranean outflow at these
intermediate levels shows strong motion of eddies. The
center of most vigorous motion at these levels is located
in a region spanning 408–508N and 508–308W to the
west of the MAR. This is seen, although not very clearly,
in the degree of deformation of the q field there (Fig.
1c). It will be shown more clearly in particle trajectory
analyses later. In fact, the eddy-driven mixing at these
levels appears to be responsible for creation of a hori-
zontally large region to the west of the MAR, extending
in the vertical by approximately 1500 m, that has nearly
homogenized Ertel’s PV and weak gradients in q. This
feature is discussed in the following section.

Finally, near the bottom, below 2500 m, the effect of
the Mediterranean outflow disappears and the structure
of q to the east of the MAR is dominated by the plan-
etary vorticity. On the other hand, to the west of the
MAR, the stretching term becomes important again and
q field shows wavelike motions. A clear example of this
is observed at the 2875-m level and is shown in Fig.
1d. At these levels, the center of the action is again
located between 408 and 508N to the west of the MAR,
below a northern branch of the model GS. Again, this
is seen to some extent in Fig. 1d in the degree of q-field
deformation, but will be shown more clearly in particle
trajectory analyses later.
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FIG. 1. Snapshots of q at (a) 17 m, (b) 370 m, (c) 1375 m, and (d) 2875 m in the model. (a) Here 1 Mar and 1 Sep of year 25 illustrate
the large seasonal changes. (b), (c), and (d) Here 1 Mar and 1 Apr of year 25 highlight wave-induced deformation of q field over a

b. Mean q fields

1) MIXED LAYER

The time-mean q and horizontal flow at 17 m are
shown in Fig. 2. The structure shown here is represen-
tative of the top 100 m or so. In these shallow layers
that are vertically well mixed most of the year, the q
structure is dominated by the seasonal effect. A partic-
ularly conspicuous seasonal effect is observed in the
shallow region near the coast. Very large values in q
are attained in this region during warm months through
the stretching term and are still reflected in the time
mean. There is a large input of q by the GS from the
vicinity of the separation point, but dwarfed by the sea-
sonal effect in this figure. The contribution of relative
vorticity is negligible, even at the front of the GS, com-
pared to the stretching term. Instantaneous values of
relative vorticity can be as large as 0.2 3 1024 s21 at
these levels where the flow speed is large, but the time-
mean values are an order of magnitude smaller since
the relative vorticity term tends to cancel out when av-
eraged over time.

2) THE THERMOCLINE AND A TONGUE OF LARGE q

At around 140 m, the structure of q begins to show
a transition to another characteristic pattern (Fig. 3). At
this level, the strong q input by the GS begins to appear
as a major contributor, while the seasonal effect near
the coast in shallow areas is still significant. The region
of large q also begins to show a tonguelike structure,
elongated in the east-northeast direction from the sep-
aration point along the model GS. At this level, the
tongue is not as clear as that at deeper levels and appears
as a band of high q along the model GS with its tip
protruding as a small tongue off of Newfoundland. To
the south of the band of large q , there is a large ‘‘island’’
of small q with a similar orientation. Although the re-
gion of small q resembles the ‘‘island’’ of small PV at
a corresponding s level shown by Keffer (1985, his Fig.
4), the model mean potential temperature does not sug-
gest that the island of small q is associated with the 188
Water of Worthington (1959) to which Keffer (1985)
attributes the island of small PV. The structure of q at
370 m clearly shows the effect of the GS on q (Fig. 4).
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FIG. 1. (Continued ) period of one month. Units of q are 1 3 1024 s21.

A strong q input by the GS is responsible for the zonally
elongated region of large q with the maximum just south
of the coast. The effect of the GS is visible as far down-
stream as 558N, 308W. Note that to the north of the
center of the tongue of large q , the sign of the meridional
gradient of q is negative. This characteristic structure
of q becomes even more prominent at slightly deeper
levels, as shown in Fig 5.

At 577 m, the q field clearly shows the presence of
an island of large q , indicated by the closed contours
of q within a tongue of high q (Fig. 5). This tongue of
large q is clearly visible at 721 and 901 m, but shifts
southward with depth and eventually disappears at
around 1000 m. Maps of PV for intervals su 5 26.5–
27.0, su 5 27.0–27.3, and su 5 27.3–27.5 by Keffer
(1985) all show a tongue of large PV elongated along
the path of the GS. These intervals in the Levitus data
lie between 100 and 1000 m in the region considered
for the model diagnoses. The tongue in Keffer’s figures
also show some sign of southward shift with depth.
These structures are present in P calculated from the
5-yr mean potential temperature and salinity in the mod-
el. Figure 6 shows P on a surface of s surface 5 27.15

calculated from the model output in a manner described
in section 3. There is a broad agreement in the structure
between P shown in Fig. 6 and that calculated by Keffer
for the interval s surface 5 27.0–27.3 in the western North
Atlantic. Mechanisms through which the tongue of large
P and the tongue of large q are generated are probably
the same. Plots of q fluxes by the mean flow and eddies
show that the mean jet of the GS is primarily responsible
for advecting large q from the western boundary along
the model GS (Fig. 7). Figure 7 shows the center of the
tongue of high q coinciding with either the primary or
the secondary branch of the model GS. The values of
q decrease toward downstream along the mean GS, sug-
gesting that eddy mixing and/or diabatic processes are
diffusing q as the high-q waters are advected down-
stream by the mean flow. Essentially all of the large q
fluxes arise from advection of highly stratified (with
respect to the other parts of the domain) water by the
model GS. While the eddy fluxes of q are much smaller
than the mean fluxes, convergences of the mean and
eddy fluxes are comparable in magnitude and tend to
cancel out each other (not shown). The advection of
high-q waters by the GS here is responsible for main-
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FIG. 2. Contours of q and vectors of V h at 17 m. Units of q and V h are, respectively, 1 3 1024 s21 and
m s21. The contour interval for q is 0.2. Thick contours mark the topographic boundary.

FIG. 3. Same as in Fig. 2 but for 140-m level. The contour interval for q is 0.5.
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FIG. 4. Same as in Fig. 2, but for 370-m level. The contour interval for q is 0.2.

FIG. 5. Same as in Fig. 2 but for 577-m level. The contour interval for q is 0.2.
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FIG. 6. Contours of P on the surface of s surface 5 27.15. The units of P are 1 3 10211 m21 s21. The
contour interval is 5. Thick contours mark the topographic boundary.

taining the condition that supports baroclinic and bar-
otropic instabilities, as manifested by the vertical and
horizontal structures of QGPV gradient in the vicinity
of the tongue of high q . An intriguing aspect of the
tongue of high q and P is that there is no sign of high
P originating from farther south upstream of the GS.1

The tongue appears to originate from the western bound-
ary. We speculate that the source of high q and P is
actually a combination of local upwelling of relatively
dense water along the western boundary near the sep-
aration point and advection of light water by the GS,
which would intensify stratification and, hence, tend to
increase q and P.

To examine the role of the mean flow and eddy ad-
vection in the elongated tongue of large q , we calculated
trajectories of particles, using the model flows at 577
m. The trajectories were calculated by a scheme that
uses the standard fourth-order Runge–Kutta method
with a linear interpolation of available flow field in time
and space. Horizontal flows at 577 m are used for these
calculations, rather than flows interpolated onto an is-
opycnal surface, to be consistent with the quasigeo-
strophic framework used in the current study. At this

1 As mentioned in section 3, P was calculated for a larger domain,
08–658N, 858–08W. Here, however, P is shown for the same domain
as that for q for an easier comparison.

level, it is likely to introduce some spurious paths, de-
spite a fairly large model layer thickness, which is 128
m at this level. Particularly, when a particle is displaced
a great distance in the meridional direction, it may cross
over to an isopycnal surface that lies in another model
level. Also, a horizontal displacement across the model
GS, although the model front is not as sharp as that of
the real GS, is likely to be associated with a substantial
vertical displacement along isopycnal surfaces. Al-
though the current diagnoses focus on q at constant
depths and, thus, the use of horizontal flow for trajectory
calculations is consistent with the framework, some cau-
tion is advised to account for this uncertainty. We cal-
culated trajectories of 100 particles released from ten
different 28 3 28 areas in the domain. The particles are
uniformly spread within the area of release at the be-
ginning. The sites of particle release were chosen to
cover the tongue of large q and a variety of character-
istics in the mean flow. For each initial particle release
site, we ran a pair of 5-yr trajectory calculations; one
with the full flow and the other with the mean flow. The
ten areas of particle release and the mean trajectory
length for each run are given in Table 1. Five pairs of
the 10 runs are shown as representative examples in
Figs. 8–12. The areas of particle release for the runs
shown in Figs. 8–12 are, in the same order, area 1, area
2, area 3, area 6, and area 9. Area 1 is located in the
core of the model GS before it splits into two branches.



FEBRUARY 2001 363N A K A M U R A A N D C H A O

FIG. 7. Contours of q and vectors of (a) V hq and (b) q9 at 577 m. The units and contour interval forv9h
q are the same as in Fig. 5. The units of V hq and q9 are m s22. Thick contours mark the topographicv9h
boundary.
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TABLE 1. Trajectory calculation initial particle release area number,
release site location, flow used for particle advection, and the mean
trajectory length of 100 particles. The release location is indicated
by longitudinal and meridional extent in degrees. The mean trajectory
length is given in kilometers. The flow used for these cases is from
the model 577-m level. See text for details.

Area

Initial position

Lat (8N) Long (8W) Flow type
Mean

pathlength

1
1
2
2
3
3
4
4
5
5
6
6
7
7
8
8
9
9

10
10

35–37
35–37
35–37
35–37
35–37
35–37
35–37
35–37
39–41
39–41
39–41
39–41
39–41
39–41
39–41
39–41
43–45
43–45
43–45
43–45

68–70
68–70
58–60
58–60
48–50
48–50
38–40
38–40
63–65
63–65
53–55
53–55
43–45
43–45
33–35
33–35
43–45
43–45
33–35
33–35

Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean

16 966
7929

14 097
2390
7512
1414
6806

980
16 623

6518
14 919

4148
12471

4323
10778

2814
15438

7623
14414

7591

FIG. 8. Trajectories of 100 particles released from a 28 3 28 area
covering 358–378N, 708–688W (area 1). The particles are evenly
spaced at the beginning and then advected by (a) the full flow or (b)
the mean flow at 577 m for 5 yr. Thick contours mark the topographic
boundary.

Area 2 is located in the center of an island of large q ,
marked by a closed contour of q 5 1.6 3 1024 s21,
where the mean flow is relatively weak. Area 3 is located
to the south of the center of the tongue of large q , just
to the south of the secondary branch of the model GS.
Area 6 is located immediately to the north of the center
of the tongue of large q and sits in the primary branch
of the model GS. Finally, area 9 is located near the
northen edge of the tongue of large q enclosed by the
contour of q 5 1.2 3 1024 s21 in the primary branch
of the model GS.

From the ten pairs of trajectory calculations, we have
found that the trajectories generally tend to ‘‘paint out’’
the area of the tongue of large q downstream of the site
of particle release, when the particles are advected with
the full flows and the particles are released within the
tongue (Figs. 8, 9, 11, 12). An exception is the case
shown in Fig. 10. In this case, particles tend to remain
in the southern half of the tongue. Trajectories calculated
with the mean flow, on the other hand, show much
smaller particle spread in general. The large difference
in the particle spread between the cases with the full
flow advection and the mean flow advection indicates
the importance of eddy mixing in formation and main-
tenance of the broad tongue of large q at these levels.2

2 One must note that the separation of the total flow into the time
mean and eddy does not have any physical basis and is not synon-
ymous to the separation into a steady basic flow and waves. The time-
mean flow shown here is highly likely to contain wave flows; thus,
the difference in the mixing shown in these figures is likely to un-
derestimate the effect of waves in mixing.

The trajectories calculated by the mean flow also show
much smaller downstream movement of particles com-
pared to those calculated with the full flows. Exceptions
occur when the particles are released from the core of
the primary branch of the model GS (Figs. 8, 11, 12).
In these cases, the particles are advected quickly by the
mean GS over a long distance along the tongue of large
q . To crudely assess the contribution of the mean flow
and eddies in advection of the particles, we calculated
the average pathlength traveled by a particle during the
trajectory calculations. For the cases shown in Figs.
8–12, in the same order, the average path lengths are
the following: 16 966 km with the full flow and 7929
km with the mean flow, 14 097 km with the full flow
and 2390 km with the mean flow, 7512 km with the
full flow and 1414 km with the mean flow, 14 919 km
with the full flow and 4148 km with the mean flow,
15 438 km with the full flow and 7623 km with the
mean flow. The averages for all ten trajectory runs are
13 002 km with the full flow and 4573 km with the
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FIG. 9. Same as in Fig. 8 but for particles that are initially located
in a 28 3 28 area covering 358–378N, 608–588W (area 2).

mean flow. The ratio of the two is approximately 2.8
to 1. The ratio suggests that the contribution of eddies
in particle advection is about twice larger than the mean
flow in these calculations. The rapid mixing shown here
is in agreement with the results reported by Cox (1985),
Böning and Cox (1988), and Rhines and Schopp (1991).
Böning and Cox (1988) also noted that the mean flow
is important in large-scale transport, while eddy mixing
is effective in shaping the mean PV structure. The cal-
culations shown here appear to support their results also.
In most of the cases that show large particle spread or
strong advection, many particles are found to move out
of the tongue, crossing contours of q into smaller q
values. It suggests that there must be some dissipation
of q through mixing with small-q waters and/or diabatic
processes occuring while the particles are advected.
These trajectories and q flux patterns suggest that the
tongue is a product of strong q input and advection by
the GS, mixing by eddies along the path of the GS, and
dissipation of q.

3) INTERMEDIATE LAYERS AND A POOL OF NEARLY

HOMOGENIZED PV

Below 1000 m in the model, q field shows another
major change (Fig. 13). The tongue of large q along
the GS disappears below 1000 m and the effect of the
Mediterranean overflow on stratification emerges to the
east of the MAR where large values of q with strong
gradients are seen. (The model Mediterranean overflow
is displaced to the north of the observed.) The center
of the MAR is aligned north–south, with a slight north-
east tilt, at around 308W. In contrast, the q field to the
west of the MAR shows small values, mostly consisting
of f and weak gradients. These characteristics are par-
ticularly pronounced from 1375 to 2375 m. The strong
direct influence of the GS on q observed in the top 1000
m mostly disappears except for a small ‘‘island’’ of
relatively large q at the separation point around 378N
(Fig. 13). The ‘‘island’’ disappears below the 1375-m
level. Also, at 1375 m, an ‘‘island’’ of relatively small
q , indicated by the contour of q 5 0.9 3 1024 s21,
exists (Fig. 13). It appears to be created by mixing near
the separation point. At these levels, contributions of
the stretching term and z to the west of the MAR are
negligible, leaving f to dominate the q field. We will
refer to the q structure dominated by f as ‘‘weakly
varying q .’’ The smallness of the stretching term to the
west of the MAR is due to the very weak stratification
there and strong stratification to the east of the MAR.
These horizontal structures of the q field are remarkably
similar to those reported by Lozier (1997), who cal-
culated the climatological PV for the North Atlantic
using an improved hydrographic dataset (Lozier et al.
1995). Lozier showed that the large region of nearly
homogenized PV in her dataset is encircled by a large
recirculation and speculated that the near-homogeniza-
tion of PV is due to eddy mixing. (Unless stated oth-

erwise, we will use weakly varying and ‘‘nearly ho-
mogenized’’ to refer to the horizontal or quasi-horizon-
tal structures of PV and QGPV in the following.) Al-
though the model-produced mean flow is considerably
noisier than that shown by Lozier (1997), there are some
signs of a similar large recirculation at these levels in
the model as well. It will be shown in trajectory cal-
culations to be discussed later. The model P also shows
the pool of nearly homogenized PV at these levels, par-
ticularly clearly on the surface of s 2125m 5 37.5 (Fig.
14). For comparison, q at 1875 m is shown in Fig. 15.3

The pool of nearly homogenized P shows up as a pool
of weakly varying q here. The initial condition used to
start the model integration used for this study does not

3 The isopycnal surface of s 2125m 5 37.5 lies between 1800 and
2200 m in most of the domain and outcrops in the sinking region.
However, the sinking region in the model shows nearly zero strati-
fication in the top 2500 m or so; thus, one may consider the surface
to be lying at around 2000 m in the entire domain for practical
purposes.
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FIG. 10. Same as in Fig. 8 but for particles that are initially locat-
ed in a 28 3 28 area covering 358–378N, 508–488W (area 3).

FIG. 11. Same as in Fig. 8 but for particles that are initially locat-
ed in a 28 3 28 area covering 398–418N, 558–538W (area 6).

have these structures, implying that the structures are
generated by the model dynamics. The region of weakly
varying q has a vertical extent of 1000–1500 m and
appears as a deep pool of weakly varying q in vertical
cross sections. Similarly, the corresponding P field
shows a deep pool of nearly homogeneous P at slightly
deeper levels. Example vertical cross sections of q and
P are shown in Fig. 16. This latitude, 408N, is chosen
here because the main branch of the model GS at upper
levels flows eastward at this latitude. The vertical struc-
ture is very similar to a deep layer of nearly homoge-
nized PV in the same region found by Lozier in her
improved hydrogrphic data (Lozier 1999). This region
of the pool is characterized by a q field that shows a
favorable condition for baroclinic wave growth (Fig. 17)
and indeed shows vigorous transient wave activity in
the thermocline and deep layers (Nakamura and Chao
2000). The thick layer of weakly varying q lies un-
derneath a layer of strong positive meridional gradient
of q , followed by a layer of weaker negative gradient
below. It also lies above a layer of weak positive me-
ridional gradient of q . This structure satisfies the con-

dition required for baroclinic instability. Examination
of the meridional gradient of P on several isopycnal
surfaces suggest that the condition is met in the P field
as well (not shown).

Lindzen (1993) suggests that the midlatitude atmo-
sphere’s tendency toward baroclinic neutrality may cre-
ate a layer of fluid with horizontally homogenized PV
and that the depth of the layer is determined by the
vertical scale of the largest unstable baroclinic waves
in the system. He argues that the baroclinic basic state
of the Eady problem (Eady 1949), characterized by con-
centrated QGPV gradients at the top and the bottom of
a fluid with zero QGPV gradient in the interior, is bar-
oclinically neutral when the minimum horizontal wave-
number is sufficiently large to suppress interactions be-
tween the disturbances at the top and the bottom. In his
argument, the interior layer of zero QGPV gradient, in
which the edge waves at the bottom and the top decay
exponentially, is a crucial factor in establishing the neu-
trality of the basic state that has a strong PV gradient
at the top and the bottom of the fluid. If baroclinic flows
indeed tend toward baroclinic neutrality, wave-induced
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FIG. 12. Same as in Fig. 8 but for particles that are initially locat-
ed in a 28 3 28 area covering 438–458N, 458–438W (area 9).

mixing generated by baroclinic instability may create
such a layer of horizontally homogeneous PV in the
interior of the baroclinic fluid. In the atmosphere, such
an interior layer of nearly homogenized PV, troposphere,
indeed exists. Comparisons of the critical meridional
temperature gradient for baroclinic instability in a two-
layer model and the observed meridional temperature
gradient by Stone (1978) also suggest that baroclinic
eddies tend to bring the background state toward bar-
oclinic neutrality in midlatitudes. Based on his argu-
ment, Lindzen (1993) used the Eady’s shortwave cutoff
relationship to estimate fairly well the depth of the tro-
posphere, in which PV is nearly homogenized. The
Eady’s shortwave cutoff gives

2f
2 2|K| # (2.34) , (6)

2 2N H

where K is the total wavenumber of baroclinic waves
and H is the depth of fluid with rigid boundaries at the
top and the bottom (e.g., Lindzen 1993). Lindzen (1993)
relates H to the depth of the troposphere, based on the
similarity between the characteristic distribution of hor-

izontal QGPV gradient in the Eady’s model and the
troposphere. An assumption of a rigid lid at the top of
the fluid, used in the Eady’s model, is more applicable
to oceans than the atmosphere. Also, we consider the
zonal basic flow with infinite meridional extent used in
the Eady’s model as an acceptable idealization of the
basic state centered at the GS.

Based on the above arguement, we have estimated
the depth of the layer of homogenized P or weakly
varying q , using the Eady shortwave cutoff relation. In
the model ocean, the volume-weighted vertical average
of N 2 to the west of the MAR has a typical value of 5
3 1026 s22. At these latitudes, f is approximately 1 3
1024 s21. Thus, from the above equation, we obtain

0.0110
2H ø , (7)c 2|K |c

where Hc is the depth of fluid through which PV is
homogenized by the longest unstable baroclinic waves
with the total wavenumber Kc. For simplicity, we use
zero wavenumber in the meridional direction and set Kc

5 kc 5 2p/Lc, where Lc is the wavelength of the longest
unstable baroclinic waves supported in the vicinity of
the GS. With this simplification, we obtain

Hc ø 0.016Lc. (8)

In reality, unstable baroclinic waves are not likely to
neutralize the mean flow, but are likely to achieve a
nonlinear balance with the mean flow and continuous
forcing that supplies baroclinic or potential energy for
the eddies to feed upon. In maintaining such a balance,
the most unstable baroclinic waves are likely to play
the key role. Based on this assumption, we estimate Hc

by using the scale of Rossby deformation radius for Lc.
Since the model has a horizontal grid spacing of about
20 km in this region, the unstable baroclinic waves re-
solved in this region have wavelength on the order of
100 to 150 km, essentially a model-imposed deforma-
tion radius. With these numbers, we obtain crude esti-
mates of the depth of the nearly homogenized PV to be
in a range of 1600 to 2400 m, which are not very far
from the depth of nearly homogenized P or weakly
varying q in the model output. The vertically extended
region of nearly homogenized P and weakly varying q
may be explained by the theory that a baroclinic ocean
tends toward a state of baroclinic neutrality. Creation
of a vertically extended region of horizontally homog-
enized QGPV is also shown in midlevels of idealized
wind-driven ocean circulation models (Holland et al.
1984; Rhines and Schopp 1991). In these idealized mod-
els of wind-driven circulation, the homogenization is
accomplished by strong eddy mixing induced by inter-
facial form drag. A calculation of the vertical component
of transient wave activity fluxes, using the model output
diagnosed here, shows predominantly downward fluxes
below the top 1000 m, suggesting that the same mech-
anism is operating in this model (Nakamura and Chao
2000). Finally, we note that the baroclinic neutrality
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FIG. 13. Same as in Fig. 2 but for the 1375-m level. Contour interval for q is 0.1.

FIG. 14. Contours of P on the surface of s 2125m 5 37.5. The units of P are 1 3 10212 m21 s21. The
contour interval is 5. Thick contours mark the topographic boundary.
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FIG. 15. Same as in Fig. 2 but for the 1875-m level. Contour interval for q is 0.1.

FIG. 16. Vertical cross sections of (a) q and (b) P at 408N. Units for q and P are, respectively, 1 3 1024 s21 and 1 3 10212 m21 s21.
Contours values are (a) 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.5, 3.0, 3.5, 4.0, and 5.0; and (b) 10, 12, 14, 16, 18, 20, 25, 30, 40, 80, 120, 160,
200, 240, 280, 320, 360, 400, 440, and 480.

hypothesis does not explain the vertical homogenization
of PV observed in Lozier’s (1997) calculation and P
calculated from the model output. In the pool of nearly
homogenized P shown here, potential temperature and
salinity are not nearly homogenized. We speculate that
the vertical homogenization of P is simply an imported
signal from the sinking region where a very deep col-
umn of small PV is created. As the water of small PV
moves southward, the thickness of the low-PV water is

modified due to near conservation of PV and mixing
with the surrounding water.

To examine the pattern and strength of transport and
mixing associated with the pool of nearly homogenized
P or the pool of weakly varying q , we calculated tra-
jectories of 100 particles released from 15 different 28
3 28 areas. The particles are uniformly spread within
the area of release at the beginning. The sites of particle
release were chosen to cover the pool of nearly ho-
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FIG. 17. Vertical cross section of ]q /]y at 408N. Units are 1 3
1024 s21 (100 km)21.

FIG. 18. Trajectories of 100 particles released from a 28 3 28 area
covering 358–378N, 708–688W (area 1). The particles are evenly
spaced at the beginning and then advected by (a) the full flow or (b)
the mean flow at 1875 m for 10 years.

TABLE 2. Trajectory calculation initial particle release area number,
release site location, flow used for particle advection, and the mean
trajectory length of 100 particles. The release location is indicated
by longitudinal and meridional extent in degrees. The mean trajectory
length is given in kilometers. The flow used for these cases is from
the model’s 1875-m level. See text for details.

Area

Initial position

Lat (8N) Long (8W) Flow type
Mean

pathlength

1
1
2
2
3
3
4
4
5
5
6
6
7
7
8
8
9
9

10
10
11
11
12
12
13
13
14
14
15
15

35–37
35–37
35–37
35–37
39–41
39–41
35–37
35–37
39–41
39–41
35–37
35–37
39–41
39–41
45–47
45–47
50–52
50–52
54–56
54–56
39–41
39–41
48–50
48–50
52–54
52–54
43–45
43–45
48–50
48–50

68–70
68–70
58–60
58–60
58–60
58–60
48–50
48–50
48–50
48–50
38–40
38–40
38–40
38–40
38–40
38–40
38–40
38–40
38–40
38–40
33–35
33–35
33–35
33–35
33–35
33–35
28–30
28–30
28–30
28–30

Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean
Full
Mean

18 075
6310

13 083
5336

16 438
3736
8355
2933

15 068
5886
9861
2354

13 593
5604

15 491
7336

12 986
5960

10 559
3150

12 293
4577

13 791
4606

12 405
6225
8853
3220

12 680
5495

mogenized P at the s 2125m 5 37.5 level or the pool of
weakly varying q at 1875 m. For each initial particle
release site, we ran a pair of 10-yr trajectory calcula-
tions; one with the full flow and the other with the mean
flow. At these levels, the flow is considerably weaker
than it is in the thermocline. To obtain a clearer picture
of the pattern of transport and mixing, we chose to
extend the trajectory run by repeating the 5-yr flow time
series twice for the full-flow calculations. Since we are
concerned with the overall pattern of transport and mix-
ing and not the exact paths of individual particles, we
believe that repeating the flow time series does not affect
the results. The 15 areas of particle release and the mean
trajectory length for each run are given in Table 2.

Five pairs of the 15 runs are shown as representative
examples in Figs. 18–22. The areas of particle release
for the runs shown in Figs. 18–22 are, in the same order,
area 1, area 5, area 6, area 9, and area 12. Area 1 is
located near the southwestern edge of the pool of nearly
homogenized P just to the east of the center of a sta-
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FIG. 19. Same as in Fig. 18 but for particles that are released from
a 28 3 28 area covering 398–418N, 508–488W (area 5).

FIG. 20. Same as in Fig. 18 but for particles that are released from
a 28 3 28 area covering 358–378N, 408–388W (area 6).

tionary anticyclonic eddy where the southward mean
flow is very strong. Reflecting the southward mean flow,
most of the particles are rapidly advected out the pool
(Fig. 18). Eddy mixing does, however, spread some par-
ticles back into the pool against the mean flow advection
(compare Figs. 18a and 18b). Area 5 is located near the
center of the pool of nearly homogenized P or weakly
varying q . Particles released from area 5 are mostly
trapped in the western half of the pool through the end
of the run, while some exit the pool near the western
boundary (Fig. 19). Although the spread of the particles
is much weaker when the mean flow is used for ad-
vection, the trajectories calculated with the mean flow
outline the area of particle spread calculated with the
full flow (compare Figs. 19a and 19b). In general, par-
ticles released near the southern or eastern rim of the
pool are advected out of the pool without recirculating
back into the pool when only the mean flow is used
(Fig. 20b). The Effect of eddy transport is to spread the
particles into the pool, allowing many to remain in the
pool through the end of the run (compare Figs. 20a and
20b), thereby increasing the residence time of particles

within the pool. The effect of eddy transport becomes
more conspicuous when the particles are released farther
upstream near the rim. In fact, when the particles are
released from outside the pool of nearly homogenized
P but within the pool of weakly varying q , many par-
ticles are transported northward by eddies and spread
widely in the pool of nearly homogenized P or weakly
varying q and tend to ‘‘spread over’’ the entire pool of
weakly varying q . This pattern of eddy mixing of par-
ticles from the rim or just outside the rim of the pool
into the pool indicates (in terms of P) downgradient
mixing or diffusion of P. When particles are released
in the northern part of the pool, they tend to ‘‘spread
over’’ the entire pool with the full flow advection
(Fig. 21a). With the mean flow advection, they tend to
outline the rim of the pool (Fig. 21b), with some par-
ticles recirculating in a small gyre occupying the north-
ern half of the pool. Again, the strong effect of eddies
in spreading the particles is clear. When the particles
are released inside a small gyre in the northern half of
the pool, they are completely trapped when the mean
flow is used, while they are spread in the entire pool
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FIG. 21. Same as in Fig. 18 but for particles that are released from
a 28 3 28 area covering 508–528N, 408–388W (area 9).

FIG. 22. Same as in Fig. 18 but for particles that are released from
a 28 3 28 area covering 488–508N, 358–338W (area 12).

with the full-flow advection (Fig. 22). This is an extreme
case that exemplifies the effect of eddy mixing. As in
the calculations done with 577-m flows, we calculated
the average trajectory pathlength of a particle for each
run as a crude indicator of advection strength. The av-
erages for all 15 runs with the full flow and the mean
flow are, respectively, 12 902 km and 4849 km. The
ratio of the two is 2.7. As in the case for the thermocline,
the ratio suggests that the contribution of eddy advection
is almost twice greater than that of the mean flow ad-
vection.

As shown in these example cases, particles released
within or just outside of the pool of nearly homogenized
P or weakly varying q are spread widely within the
pool. When the mean flow is used, none of the 15 cases
shows a complete recirculating gyre that encircles the
pool of nearly homogenized P , although many particles
show a smaller recirculation in the northern half of the
pool (Figs. 21 and 22). While the observation suggests
the presence of a large recirculating gyre in the mean
flow near the rim of the pool (Lozier 1997), the model

shows only a smaller recirculation. This is likely to be
related to the lack of an organized deep GS in the model,
which is probably connected to unrealistically strong
quasi-stationary eddies just downstream of the separa-
tion point. The lack of a deep GS in the model suggests
that the model underestimates the mean flow advection
and its impact on the structures of P and q . However,
the model considerably underestimates the eddy kinetic
energy also. Thus, we believe that the effect of eddy
mixing in the real ocean is strong, as suggested in the
current study. The pool of nearly homogenized P re-
sembles that predicted by the theory of Rhines and
Young (1982a,1982b). The strong eddy mixing ob-
served here does not conflict with the requirement of
small = · V9P9 , since V9P9 ø 0 within a pool of ho-
mogenized P no matter how strong the eddy motion.
The eddy motion needs to be weak only near the rim
of the pool where the gradient in P is finite. An intrigu-
ing point to note is the presence of an apparent mixing
barrier along the MAR. Even when the trajectory cal-
culations were extended for another 10 yr, few particles
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FIG. 23. Same as in Fig. 2 but for 2875-m level. The contour interval for q is 0.1.

penetrate to the east of the MAR. From the pattern of
mixing and the structure of P shown here, we speculate
the following picture. Low-P water is created in the
sinking region by intense surface cooling and is ad-
vected southward toward the eastern rim of the pool of
nearly homogenized P . As the low-P water moves
southward, it is mixed with waters of relatively high P,
originating from the eastern side of the MAR, and with
waters that have been circulating within the pool. After
the water is mixed in the pool and circulates for some
time, it exits the pool at the western end of the pool
just off the western boundary. As Lozier (1997) pointed
out, if such a circulation pattern indeed exists, it could
have a substantial impact on the tracer ages and, more
importantly, on climate signals originating in the sinking
region. It also plays an important role in the stability
characteristics of the GS.

Finally, we note that the flow (both the time-mean
and eddy) to the east of the MAR is much weaker than
that on the western side. This fact, together with the
tight q and P contours seen in the region, suggests
considerably weaker mixing to the east of the MAR. A
small number of calculations for trajectories of particles
released from areas to the east of the MAR show weak
mixing (not shown), in agreement with the weak flow
and tight q contours there.

4) DEEP WATERS

Below the 2375-m level, the characteristics of q
change significantly again. Figure 23 shows q at 2875

m. At these deep levels, the stretching term becomes
large again to the west of the MAR and stronger gra-
dients in q are maintained. On the other hand, to the
east of the MAR, the effect of the Mediterranean Over-
flow disappears and q is dominated by f. Trajectory
calculations show that mixing at these levels is signif-
icantly weaker than the strong mixing in the layer of
weakly varying q above, to the west of the MAR, sug-
gesting that strength of mixing is an important factor
in determining the structure of q . The presence of finite
meridional gradient in q at these levels is seen in the
vertical cross sections as well (Fig. 16) and also is in
agreement with the theory of baroclinic neutrality by
Lindzen (1993) and idealized models of the wind-driven
circulation (e.g., Holland et al. 1984). It is premature
to conclude that the structure of q to the west of the
MAR is indeed created by the baroclinic ocean’s ten-
dency toward baroclinic neutrality. Nevertheless, tran-
sient wave activity shows large values in the top 1000
m and below 2500 m with low values in the middle in
this region (Nakamura and Chao 2000), supporting this
hypothesis.

c. Eddy mixing indicators

In the preceding, we repeatedly refered to strong eddy
mixing occuring in the model based on trajectory anal-
yses. A more quantitative measure of the eddy mixing
strength is Ke/Km, where Ke and Km are, respectively,
the eddy and mean kinetic energy. Holland and Rhines
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(1980) and Rhines and Schopp (1991) calculated Ke/Km

from output of an idealized eddy-resolving model and
found that the values are typically 1 to 10 in upper layers
and 10 or greater in the mid to lower layers, suggesting
stronger eddy mixing (with respect to the mean) in the
mid to lower layers. We have found qualitatively the
same result in this more realistic model output. Figure
24 shows Ke/Km at 6 and 577 m. At 6 m, the values are
less than 10 in most of the domain. Below the top 50
m or so, the values are greater than 10 in a large portion
of the domain. These large values in Ke/Km are in agree-
ment with the strong eddy mixing indicated by trajec-
tory calculations.

Another quantitative indicator for eddy mixing is the
Peclet number, Pe. To estimate Pe from the model out-
put, we adopted the formula derived by Rhines and
Schopp (1991). The formula is |V 3 =q |/|V · =q |.
Rhines and Schopp (1991) note that the formula is valid
at levels where diabatic forcing of q is weak. We com-
puted Pe with this formula below 200 m in the model.
Figure 25 shows Pe at 233 m. The figure is shown as
a typical example of Pe at all levels. In general, the field
is very noisy with many small areas of large Pe due to
the division by |V · =q | in the formula. The very large
values appear random, suggesting that they are most
likely noise. The only exception is just off the western
boundary north of 508N, where a very stable boundary
current flows southward and shows very weak eddy
activity. At almost all levels, Pe is less than 5 in 60%
of the total area and less than 10 in 80% of the total
area. These moderate values of Pe are in agreement with
the estimate for the eastern North Atlantic given by
Dickson (1989) and values calculated from idealized
model output by Rhines and Schopp (1991), and suggest
strong eddy mixing in the model as indicated by particle
trajectories.

5. Summary

We have examined the output of an eddy-resolving
GCM of the North Atlantic in a framework based on
quasigeostrophic potential vorticity, q, to study the
large-scale circulation in the model ocean. The model
q field is dominated by the planetary vorticity and the
stretching term everywhere most of the time. Near the
surface, above 150 m, the evolution of q field reflects
strong seasonal effect of the diabatic heating and cooling
on the stretching term. The seasonal effect is particularly
pronounced in the shallow regions to the north of the
GS. Between 150 and 1000 m, the q field evolution is
characterized by vigorous q input by the GS and mixing
of high-q fluid with the surrounding along the path of
the GS. Strong mixing of fluid associated with growth,
breaking, and decay of waves in the vicinity of the GS
is clearly seen at these levels. In the time mean, the
input of q by the GS and wave-induced mixing along
its path result in a broad tonguelike structure of high q
along the path of the GS. This tongue of high q shifts

southward with depth until it disappears at around 1000
m. There are qualitative similarities between horizontal
q structures at these levels and isopycnal structures of
PV at levels in the same range computed by Keffer
(1985) from the Levitus dataset. Between 1000 and 2500
m, q field characteristics are completely different from
those at upper levels. Large values are seen to the east
of the Mid-Atlantic Ridge (MAR) due to the Mediter-
ranean overflow. The high-q fluid originates from the
northeastern corner of the domain studied here and grad-
ually spreads southward. Fluid in this region shows only
weak motion. To the west of the MAR at these levels,
q is essentially equal to the planetary vorticity and is
mixed vigorously by wavelike motions. The time-mean
pictures reflect these features of q and show very weak
structures with small values of q to the west of the MAR
and relatively large values of q increasing toward the
northeast to the east of the MAR. There are qualitative
similarities in the horizontal structure between q at these
levels and PV at levels in the same range computed
from an improved hydrographic dataset by Lozier
(1997). Below 2500 m to the bottom, q field evolution
is weak on both sides of the MAR, but that to the west
of the MAR shows substantially stronger wavelike mo-
tions than that to the east of the MAR. At these deep
levels, q and q show nonnegligible contribution of the
stretching term to the west of the MAR again, while
they are essentially equal to the planetary vorticity to
the east of the MAR.

The 3D structure of P calculated from the mean po-
tential temperature and salinity in the model to the west
of the MAR, particularly where the influence of the GS
is observed, shows an interesting qualitative similarity
to that of the midlatitude atmosphere. It is characterized
by large positive meridional gradient near the surface,
nearly homogenized P from, approximately, 2000 to
3000 m, and again relatively large meridional gradient
near the bottom. Near the top of the pool of nearly
homogenized P , there is a layer of small negative me-
ridional gradient of P , suggesting that active baroclinic
waves are supported in the region. The 3D structure of
q also supports the presence of active baroclinic waves
in the region. Lindzen (1993) argues that such a struc-
ture of PV may be a consequence of baroclinic flow’s
tendency toward the baroclinic neutrality. Crude esti-
mates of the depth of the pool of the nearly homogenized
P or weak gradients in q based on the theory are within
a reasonable range, supporting the hypothesis.

In the model used here, advection and mixing by
eddies are found to be strong in general. The ratio of
the eddy kinetic energy to the mean kinetic energy, Pe-
clet number, and trajectory analyses all suggest an im-
portant role of eddies in mixing and advection and, thus,
shaping of the P and q fields. Also, a clear sign of
directional dependence in the mixing pattern is observed
in trajectory analyses, suggesting the need for eddy mix-
ing parameterizations that reflect the dependence in
coarse-resolution models.
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FIG. 24. Color plot of Ke/Km at (a) 6 m and (b) 577 m, where Ke and Km are, respectively, eddy kinetic
energy and mean kinetic energy.
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FIG. 25. Color plot of Peclet number at 233 m.

In the absence of sufficient data to study dynamics
and kinematics of the real oceanic flows on a basin
scale or larger, development of realistic ocean models
that can supply pseudo data is crucial, as well as im-
provement in data measurement that can supply oce-
anic data to constrain such models. In this paper, we
have attempted to demonstrate the potential usefulness
of pseudo data in studying large-scale oceanic circu-
lations. We emphasize that the time mean of the pseu-
dodata used here, model output from the 25th to 29th
year of an integration, is representative of a low-fre-
quency state of the model ocean in these years. The
model deep waters are almost certainly not in equilib-
rium, implying that the upper levels are probably not
in equilibrium either due to the impact of deep PV
structures on upper-level flows. Therefore, the model
flow is likely to have not reached statistical steady state
either. The reader should be aware of this limitation
and consider the present results as a low-frequency
state analyses of an evolving model flow. Due to the
limitation on the computational resources, running the
model for several hundred years until it reaches a sta-
tistical steady state is not feasible for us. Diagnoses of
eddy potential enstrophy and eddy fluxes of q using
the same model output is reported in a companion pa-
per, NC. Extensive measurement of oceanic properties
at intervals sufficient to resolve the important eddies

is not likely to materialize in the foreseeable future. In
light of this limitation in the data availability, cautious
use of eddy-resolving model output may be of sub-
stantial merit in studying large-scale oceanic circula-
tions.
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